Peter Nugent (LBNL/UCB) aka TBD




= 2 Cadences (Mar. - Nov.) 2009-20
» Nightly (35% of time) on nearby galaxies and clusters (g/r)
= Every 3 nights (65% of time) on SDSS fields with minimum coverage of 2500 sq deg. (r) to
20th mag 10-sigma
» H-alpha during bright time (full +/-2 days)

Nov-Feb, minute cadences on select fields.
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Discovery and Follow-up

Instrumentation, system
design, first results

Law, Kulkarni, Dekany et al. 2009 PASP 121 1395L

Science plans Rau, Kulkarni, Law et al. 2009 PASP 121 1334R

2010 survey status Law et al. 2010 SPIE 7735

Data Processing in Cosmic Frontier




Data SIO, NOAA, U.S: Navy, NGA, GEBCO
©2012 Cnes/Spot Image

Image © 2012 TerraMetrics ¥ 5 )
Data LDEO-Columbia, NSF, NOAA S : : B NG
lat 33.020000° lon -116.630000° elev 3197 ft 2 T Eyealt; 198.84 mi
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92 Mpixels, 1” resolution, R=21 in 60s
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PAE Key Projects

Various SNe

Dwarf novae

Transients in nearby galaxies

Core collapse SNe

RR Lyrae

Solar system objects

CVs

AGN

AM CVn

Blazars

Galactic dynamics

LIGO & Neutrino transients

Flare stars

Hostless transients

Nearby star kinematics

Orphan GRB afterglows

Type Ia Supernovae

Eclipsing stars and planets

Tidal events

H-alpha %2 sky survey

The power of PTF resides in its diverse science goals

and follow-up.

Data Processing in Cosmic Frontier




v P Detected transients
will be followed up using
a wide variety of optical
and IR, photometric and
spectroscopic followup
acilities.

Liverpool Telescope

P200

The power of PTF resides in its diverse science goals
and follow-up.

Data Processing in Cosmic Frontier



Palomar

48” Telescope
100 TBs of Reference Imaging

- | Computing-1/0 |
Microwave Relay Reference

Astrometric
Image

Solution :
Creation

Real-Time
Trigger

SDSC to ESNET

Image Image ~ Nightly Image
Processing / Subtraction Stacking
Detrending

Networking Star/Asteroid Transient Heavy DB
Data Transfer Rejection Candidate Access

NERSC Data
Transfer Node

500 GB/night

1.5B objects in DB

Scanning Page Wake Me Up —
Real Time Trigger

Publish to Web




4096 X 2048 CCD images - over 3000 per night — producing 1.5M bogus detections,
50k known astrophysical objects and only 1-2 new astrophysical transients of interest

every night. Machine learning is used to wade through this sea of garbage.
Data Processing in Cosmic Frontier



referen

Candidates 890M 197M
Transients 42945 3120
All in 851 nights.

An image is an individual chip (~0.7 sq. deg.)
The database is now 1 TB.

Data Processing in Cosmic Frontier



2.5 MB/s 12 MB/s

NERSC GLOBAL FILESYSTEM

250TB (185TB used) One of 4 such pipelines
running at NERSC...

Data Processing in Cosmic Frontier
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Data Processing in Cosmic Frontier

What does “real-time”
subtractions really mean?

For 95% of the nights all
images are processed,
subtractions are run,
candidates are put into the
database and the local
universe script is run in <

| hr after observation.

Median turn-around is 30m.
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Data Processing in Cosmic Frontier

project
Scale Scientific
Vorkflow Analysis and

Prediction), funded through
the ASCR LAB-1088 call
(Analytical Modeling for
Extreme-Scale Computing
Environments), we have
been able to understand
and eliminate a lot of our
inefficiencies and decrease
the turn-around by an
order of magnitude!

Better use of the Lustre
filesystem (for everything),
better use of OpenMP in all
codes, reserved nodes, etc.
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2.5 MB/s 12 MB/s

NERSC GLOBAL FILESYSTEM Trigger new
250TB (185TB used) subtractions:

output now greater

than input
Data Processing in Cosmic Frontier ~1 TB/night




ZTF (46 deg.?) iPTF (7.2deg.?)

ZTF will be the largest imager until LSST

Data Processing in Cosmic Frontier

Telescope

iPTF/PTF 8.7
DES 11.7
ZTF 42.6
LSST 82.2




BlackGEM

ith a
10kX10k ccd imager, 2.7 sq.deg. each.

* 60-s images, need to work in near real-
time. P

l_[r

I‘J
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time
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LR
Y - LSST - 15TB data/night
\ Only one 30-m telescope

How many triggers can we handle???
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